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Abstract— Guidance and Counseling is a service provided to 

students to help them develop their potential optimally . 

Detecting students' facial expressions in the counseling room 

plays a crucial role in assisting counselors in understanding the 

emotional state of students who may need help, such as 

depression, anxiety, or stress, as they often find it difficult to 

express their feelings verbally. Therefore, this research will 

focus on 7 types of facial expressions: Anger, Disgust, Fear, 

Happiness, Neutral, Sadness, and Surprise. To classify these 

facial expressions, a Convolutional Neural Network (CNN) 

technique will be used, which identifies objects based on color 

and contours in an image. The aim of this research is to create a 

CNN model that can detect students' facial expressions during 

counseling sessions. In this study, the machine learning life cycle 

method is also employed as a stage in building the CNN model, 

starting with data collection with a total of 618 images, data 

cleaning, labeling the data, splitting the data into training and 

testing data with an 80% training data and 20% testing data 

ratio, creating the CNN architecture, training and evaluating 

the created model, and finally implementing it using a webcam. 

The results of this research show that the model achieved an 

accuracy of 33%. However, the facial expression detection 

features using the CNN model successfully detected students' 

facial expressions despite having a low prediction accuracy rate. 
 

Keywords— Convolutional Neural Network, Facial 

Expression Detection, Guidance Counseling, Machine Learning, 

Webcam 

I. INTRODUCTION 

 
Convolutional Neural Network (CNN) has become an 

important foundation in the field of deep learning, capable of 
solving object detection and object recognition problems with 
high computational efficiency [1][2]. CNN, specifically, is a 
method of image recognition and visual processing inspired 
by the workings of the human visual cortex, where filters are 
used to recognize patterns in images[3][4]. It has been proven 
that CNN has been successfully applied in various similar 
studies, including facial recognition [5], facial expression 
analysis [6], and emotion monitoring [7]. 

On the other hand, Guidance and Counseling (BK) is a 
service that provides encouragement to students to optimize 
their potential [8]. The success of this service really depends 
on the competence and professionalism of the guidance and 
counseling teacher or counselor, who must be able to meet 
students' needs in various aspects of their lives, including 
personal, social, academic and career aspects. To achieve this 
goal, BK services must be well designed in a systematic 
program [9]. 

Recent research in the field of facial detection has also had 
a significant impact. One of its main benefits is its potential 
application in the BK context. This research aims to analyze 
students' facial expressions during the guidance and 
counseling process. It is hoped that this facial expression 
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analysis can help identify the emotions being experienced by 
students through their facial expressions. 

[10] In this study, the Convolutional Neural Network 
(CNN) method was applied for web-based fugitive face 
detection. The experimental results demonstrate a detection 
accuracy rate of 77%, signifying a significant advancement in 
this particular application. 

Another study [11] reported the implementation of CNN 
for emotion detection through human faces. Although they 
achieved an accuracy of 81.92% for training and 81.69% for 
testing, the study also revealed significant error rates. This 
shows the importance of factors such as proper lighting in the 
detection process. 

[12] Azizi (2021) developed a model for automatic 
emotion detection using facial expression images. Their study 
achieved an accuracy rate of 82%, indicating promising 
potential for emotion recognition through facial expressions. 

[13] Azhari (2021) integrated the CNN algorithm to detect 
human emotions based on facial expressions using a webcam 
device. The results revealed an accuracy rate within the range 
of 67-83%, which can be considered quite satisfactory. 

[14] Darmawan and Supeno (2022) conducted research on 
facial expression classification using CNN in the context of 
online lectures. They succeeded in classifying student 
enthusiasm in online lecture learning with an accuracy rate of 
64%. Although these results suggest accuracy could possibly 
be improved, this research makes an important contribution to 
understanding facial expressions in educational contexts. 

With increasingly advanced technological developments 
and research, combining facial expression detection 
technology with the Convolutional Neural Network method 
promises great potential to enrich student guidance and 
counseling services. It is hoped that this research can play an 
important role in creating an educational environment that is 
more caring and responsive to students' emotional needs. 

Detecting students' facial expressions in counseling 
sessions has an important role in helping counselors 
understand students' emotional conditions which may be 
difficult to express verbally[15]. Students dealing with 
emotional issues, such as depression, anxiety, or stress, often 
have difficulty communicating their feelings with words [16]. 
However, by using facial expression detection technology, 
counselors can interpret powerful nonverbal language to 
convey the emotions they feel[17]. The application of this 
technology has developed rapidly and provides promising 
potential to support the counseling guidance process. One of 
the methods used is Convolutional Neural Network (CNN), an 
intelligent technique that can identify patterns in images with 
high accuracy. By utilizing CNN, the system can analyze 
students' facial expressions, providing deep insight into 
students' emotional states. By combining facial expression 
detection technology, the Convolutional Neural Network 
(CNN) method, and the competence of counselors, this 
research opens up new opportunities to optimize student 
counseling services and has the potential to make a significant 
contribution in creating an educational environment that is 
responsive to students' emotional needs. 

I. MATERIALS AND METHOD 

Artificial Intelligence refers to systems that give 
computers the ability to think and make decisions like 

humans. In this case, AI is able to produce responses or 
outputs that resemble human intellectual abilities based on the 
data provided [18]. There are 2 sub-sections of Artificial 
Intelligence, namely Machine Learning and Deep Learning. 

Machine learning is an integral part of AI, it is a method 
used to teach computers to make decisions without the need to 
create complex programs. Machine learning is divided into 
three main types, namely Supervised Learning, which utilizes 
labeled data; Unsupervised Learning, which looks for patterns 
in unlabeled data; and Reinforcement Learning, which allows 
the system to optimize its own algorithm based on previous 
rewards[19][20]. 

Additionally, Deep Learning is a way to teach computers 

using artificial neural networks that imitate human neural 

networks[21]. Deep learning can be used to develop models 

with various types of data such as images, text, video and 

sound [22]. For optimal training results, deep learning often 

utilizes GPUs. The use of deep learning has now grown 

rapidly and has been used in various applications, including 

speech recognition, images, machine translation, and 

intelligent systems that can perform better than humans[23]. 

Therefore based on the previous explanation the stages or 

process flow used as a methodology in this study are using 

the Machine Learning Life Cycle methodology by Gärtler et 

al [24]. The entire flow or stages of research can be seen in 

the following figure 1 along with the explanation. 
 

Fig. 1. Machine Leraning Life Cycle 

 

A. Model Requirements 

In the model requirements phase, CNN architecture 

selection is carried out, data collection, and the amount of 

data to be retrieved will then be implemented into the CNN 

deep learning development. 

B. Data Collection 

At the data collection stage, images of students' faces were 

collected using a smartphone camera and careful lighting. 

Each facial image is then annotated with a label containing 

information about the student's name and facial attributes 

such as expression. At this stage, data collection is carried out 

based on the theoretical basis regarding facial expressions 

where Facial expressions are a powerful way to convey 

emotions without words. These expressions involve facial 

movements and positions that reflect a person's feelings. 

Facial expressions play an important role in nonverbal 

communication and social interactions [17]. It helps 

individuals share emotions, build relationships, and convey 
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their wants and needs. Facial expressions can be described in 

several types: 

 Anger: Visible through raised eyebrows, tense lips, 
and narrowed eyes. This indicates anger, frustration, or 
a desire to confront a threat. 

 Disgust: Seen by a wrinkled nose, downward curved 
lips, and a facial expression that reflects discomfort or 
displeasure with something. 

 Fear: Visible by raised eyebrows, wide eyes, and an 
open mouth. It reflects the fear, anxiety, or threat felt 
by the individual. 

 Happy: Seen by crinkled or blinking eyes, a smile, 
and a happy or satisfied facial expression. It reflects 
joy, satisfaction, or positive feelings. 

 Neutral: This facial expression is flat and does not 
convey any special emotion. Even though they appear 
neutral, individuals may still have feelings or 
emotions they are experiencing. 

 Sad: Visible from eyebrows that are pulled down, 
eyes that are tired or watery, and lips that are hanging 
or pulled down. It reflects sadness, disappointment, or 
feelings of sadness. 

 Surprise: Seen by widened eyes, raised eyebrows, 
and an open mouth. It reflects feelings of surprise or 
being unprepared for the unexpected. 

C. Data Cleaning 

In the Cleaning phase, the data that has been collected is 

cleaned by performing or applying pixel resizing to 48x48 

which is used to change the image pixel value scale to a range 

between 0 and 1. This is useful in normalizing image data 

before model training. 

D. Data Labeling 

The labeling process does not need to be done manually 

because the data used is already labeled when the dataset is 

taken or collected. So at this stage what is done is to change 

the labels which were previously in text or string form into an 

array, namely ('angry': 0, 'disgust': 1, 'fear': 2, 'happy': 3, 

'neutral': 4, 'sad': 5, 'surprise': 6). 

E. Feature Engineering 

The Feature Engineering process is carried out by 

breaking down the data into training and testing data. For 

training data, 80% of the total data is training data and 20% 

of the total testing data and determines the data used for 

validation which is different for each class. 

F. Model Training 

Model training is carried out to train the Neural Network 

model that has been created. Training is carried out so that 

the model can work optimally, where in the training process 

the training data will be divided into two parts, namely the 

training set and the test set. 

However Neural networks are a way to program 

computers that can operate similarly to the human brain. The 

main purpose of this neural network is to perform functions 

that the human brain can perform, such as problem solving 

and learning [25]. Therefore there are several types of neural 

networks, including Feedforward Neural Network, Radial 

Basis Function Neural Network, Recurrent Neural Network, 

Convolutional Neural Network, Modular Neural Network 

[26] [27] [28] [29] [30]. 

CNN is a representation of human neural network 

architecture and belongs to deep learning algorithms for 

computer vision [31]. CNNs have proven high performance 

in various computer vision tasks, such as image classification 

[32], image segmentation [33], image retrieval [34], object 

detection [35], image annotation [36], face recognition [37], 

pose estimation [38], traffic sign recognition [39], voice 

processing [40], and others. CNNs consist of perceptrons that 

learn from input and perform self-optimization operations. 

Apart from that, according to [41] Convolutional Neural 

Network has 3 layers namely: 

 Convolutional Layer: This layer plays a key role in 

CNN. Filters (kernels) are used to learn from input 

data. Each filter has a small size, such as 3x3, 5x5, or 

7x7, and moves across the input image. Depth, stride, 

and padding are factors that influence the output size 

of a convolution layer. 

 Pooling Layer: After the convolution layer, a 

pooling layer is used to reduce image dimensions, 

speed up computation, and overcome overfitting. 

Pooling layers generally use a 2x2 filter and consist 

of two types: max pooling (taking the maximum 

value) and average pooling (taking the average 

value). 

 Fully Connected Layer: This layer converts data 

into one dimension or "flatten." In this layer, weights, 

biases, and activation functions are initialized to 

calculate the output between the input and the 

perceptron. 

There is also known a Activation Function where used in 

neural networks to calculate the total number of weights and 

biases, which can be used to decide whether neurons can be 

activated or not [42]. Some of the activation functions that 

commonly used are: 

 ReLU (Rectified Linear Unit): ReLU are 

commonly used in hidden layers, especially in 

Convolutional Neural Networks (CNN) or Deep 

Learning [43]. The value range of ReLU {0. -∞}. If 

the value of x < 0 the resulting output is 0 and if the 

value of x > 0 the output produced is the value of x 

itself. So to find the value using the ReLU activation 

function, you can see the following equation. 

 Softmax: Softmax is a function used in neural 

networks to calculate probability. The result is a 

number between 0 and 1, where the total probability 

is always 1. Softmax is often used to classify many 

classes and is usually applied at the output layer. 

G. Model Evaluation 

Model evaluation at this stage will confirm that a model 

can predict new data quite well. The data that will be included 

in this evaluation is testing data where the testing data has 

20% of all images consisting of seven classes (angry, 

disgusted, afraid, happy, neutral, sad and shocked). After the 

model has finished predicting the data, the next step is to use 

two types of evaluation matrices to see the performance of 

the model that has been created. The types of matrix are 

accuracy matrix and confusion matrix to visualizes the 

performance of classification algorithms using matrix data, 
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by comparing the predicted classification with the actual 

classification in the form of false positives, true positives, 

false negatives and true negatives[44]. 

II. RESULT AND DISCUSSION 

The results and discussion of this research illustrate the 
application of the CNN method to analyze students' facial 
expressions in the Guidance Counseling unit. In this research, 
the results of the data collection carried out obtained a total of 
618 images. Based on the results of the data collection that has 
been carried out, the researcher divides the images that will be 
used for training and testing, where the training data is 494 
images and the testing data is 124 images and the number of 
images is further divided into seven parts or seven classes of 
facial expressions, namely "angry" facial expressions. /angry" 
consists of a total of 60 images, with 46 images used for 
training (train set) and 14 images for testing (test set). The 
“disgust” class has a total of 58 images, of which 44 images 
are used for training and 14 images for testing. The “fear” 
class has a total of 58 images, with 44 images in the training 
set and 14 images in the testing set. The "happy" class has a 
total of 95 images, consisting of 72 images in the training set 
and 23 images in the testing set. The “regular/neutral” class 
includes a total of 84 images, with 64 images in the training 
set and 20 images in the test set. The “sad” class has a total of 
97 images, with 74 images in the training set and 23 images in 
the testing set. Finally, the “shock/surprise” class has a total 
of 66 images, with 50 images in the training set and 16 images 
in the testing set. 

Then the researcher performs data cleaning safely at each 
iteration, the image is resized to the target size (48x48 pixels), 
and converted to gray scale and saved in a directory. Apart 
from that, researchers also apply Data Augmentation 
techniques to help reduce overfitting in the model, image data 
is increased in amount with variations produced by 
augmentation which improves model performance and data 
normalization which helps process images well in the model. 

After the data has been cleaned, the next step is to label the 
data to give labels to each class of facial expressions (angry, 
disgust, fear, happy, neutral, sad and surprised), but because 
the data has been given a label at the time of data collection, 
this data labeling is carried out by replacing or converting 
class labels which were previously in the form of text or string 
data types into labels in the form of numbers or into class 
labels with array data types (angry': 0, 'disgust': 1, 'fear': 2, 
'happy': 3, 'neutral': 4, 'sad': 5, 'surprise': 6). 

Furthermore, in modeling the CNN architecture, 
researchers used Convolutional Layer (Conv2D), MaxPooling 
Layer (MaxPooling2D), Convolutional Layer (Conv2D), 
Flatten Layer, Dense Layer (Fully Connected), Dropout Layer 
and Dense Layer (Output Layer). In creating the 
Convolutional Neural Network (CNN) model, the following 
layers were used: Convolutional Layer (Conv2D) with 32 3x3 
filters, MaxPooling Layer (MaxPooling2D) to reduce 
dimensions, additional Convolutional Layer with 64 and 128 
filters for more complex feature extraction, Flatten Layer for 
data vectorization, Dense Layer (Fully Connected) with 512 
neurons, Dropout Layer to avoid overfitting, and Dense Layer 
(Output Layer) with the number of neurons according to the 
facial expression class. This model is able to identify key 
features in images and provide results in the form of 
expression class probabilities that match the input image. 

TABLE I. MODELING CNN ARCHITECTURE 
 

Layer (type) Output Shape Param # 

conv2d(Conv2D) (None,46,46,32) 320 

max_pooling2d(MaxP 
ooling2D) 

(None,23,23,32) 0 

conv2d_1(Conv2D) (None,21,21,64) 18496 

max_pooling2d_1(Ma 
xPooling2D) 

(None,10,10,64) 0 

conv2d_2(Conv2D) (None,8,8,128) 73856 

max_pooling2d_2(Ma 
xPooling2D) 

(None,4,4,128) 0 

flatten(Flatten) (None,2048) 0 

dense(Dense) (None,512) 1049088 

dropout(Dropout) (None,512) 0 

dense_1(Dense) (None,7) 3591 

Therefore, based on the table above, the architecture 
created has an artificial neural network architecture with three 
convolution layers (Conv2D) followed by MaxPooling layers, 
followed by a Flatten layer, then two fully connected layers 
(Dense), and one dropout layer. The number of parameters in 
each layer describes how many parameters can be adjusted 
during model training. Which is then trained to produce the 
following results from CNN architecture training. The training 
process for the Convolutional Neural Network (CNN) model 
with the architecture provided lasts for 20 epochs. Initially, the 
model experienced low performance with limited accuracy, 
especially on the validation dataset. During subsequent 
iterations, a slight improvement in accuracy on the training 
dataset was seen, but validation results were still volatile. 
Despite efforts in adjusting the model weights, the 
performance is still unstable and has not reached a sufficient 
level on this facial expression classification task. The result of 
model training can be show from the performance of the 
learning state from training accuracy and loss accuracy 

 

Fig. 2. Model Accuracy 

 

From the training results, the graph in Figure 4.13 shows 
the trend of changes in training and validation accuracy over 
20 epochs. Initially, there were fluctuations in training and 
validation accuracy, indicating initial adaptation of the model 
to the data. Then, we see a more steady increase in training 
accuracy as the epoch progresses. However, validation 
accuracy has variations and does not always follow the same 
upward trend as training accuracy. Although training accuracy 
continues to improve, validation accuracy does not always 
follow that trend and can experience fluctuations or even 
stagnation at some epochs. The following table shows a 
comparison of accuracy between test data and validation data 

 
TABLE II. MODEL TRAINING ACCURACY 

Epoch Training ACC Validation ACC 

1 0.1606 0.1855 
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TABLE III. MODEL LOSS ACCURACY 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

In the table above, the accuracy evaluation for 20 epochs 
in facial expression classification analysis is depicted. In the 
initial five epochs, there were significant fluctuations in 
training accuracy, indicating early adaptation of the model to 
the training data. However, validation results in this period 
still varied. In the 6th to 15th epochs, more consistent 
improvements in training accuracy were seen, reflecting the 
model's ability to extract relevant features from the training 
data. Although training accuracy tends to improve, validation 
accuracy remains variable. However, at the end of this period, 
there was a significant improvement in validation accuracy, 
indicating progress in model generalization. At the end of 
training (16th to 20th epoch), training accuracy continued to 
improve, while validation accuracy tended to stagnate, 
indicating possible overfitting where performance on training 
data is better than never-before-seen data. Meanwhile, the 
performance of the model is based on the loss results which 
can be seen in Figure below: 

 

Fig. 3. Model Loss 

 

Based on the image above, the results of model training 
for 20 epochs are represented through a loss graph which 
shows changes in training and validation loss values. At the 
beginning of training, there are fluctuations in training and 
validation loss values, reflecting the initial adaptation of the 
model to the data. Furthermore, as the epoch progresses, it can 
be seen that the training loss value tends to decrease steadily, 
indicating an increase in the effectiveness of the model in 
reducing prediction errors on the training data. However, as is 
the case with accuracy, validation loss values do not always 
follow the same trend as training loss. The following table 
shows a comparison of loss between test data and training 
data. 

 

 

 
From the table above, it can be seen that during the first 

five epochs, there were significant fluctuations in training loss 
and validation loss, indicating the initial adaptation stage of 
the model to the training data. However, as time goes by, the 
training loss consistently decreases, reflecting the model's 
ability to reduce prediction errors on the training data. 
Although validation loss also shows a decreasing trend, it is 
not always parallel to training loss, indicating the complexity 
of pattern recognition may be more difficult on validation data 
and the potential for overfitting. Overall, the analysis of these 
tables provides important insights into the training dynamics 
of the model and potential improvements in facial expression 
classification predictions. 

From Table 1 and Table 2, it can be seen that there is an 
increase in training accuracy as the epoch progresses, and 
training loss consistently decreases. However, validation 
accuracy and validation loss do not always follow the same 
trend, highlighting the challenges of generalizing models to 
never-before-seen data. These variations may indicate 
potential overfitting or difficulty in fitting validation data. 
Therefore, this analysis emphasizes the importance of 
focusing on model generalization and preventing overfitting 
in subsequent development. After analyzing the results of the 
CNN architectural modeling that has been created, the next 
step is to evaluate the performance of the model that has been 
created using the confusion matrix which can be seen in the 
following image. 

2 0.1707 0.1613 

3 0.187 0.1855 

4 0.1809 0.1855 

5 0.189 0.1855 

6 0.2053 0.1855 

7 0.1707 0.1855 

8 0.187 0.2097 

9 0.2093 0.2177 

10 0.2175 0.2016 

11 0.2439 0.2903 

12 0.2805 0.25 

13 0.3008 0.2823 

14 0.2846 0.2984 

15 0.3801 0.2823 

16 0.3699 0.3145 

17 0.4167 0.2823 

18 0.4248 0.3145 

19 0.4797 0.3306 

20 0.4593 0.3306 

 

Epoch Training Loss Validation Loss 

1 1.9455 1.9245 

2 1.9404 1.9218 

3 1.9333 1.9319 

4 1.9319 1.9231 

5 1.9242 1.9187 

6 1.9275 1.9193 

7 1.9266 1.9200 

8 1.9165 1.9163 

9 1.9110 1.9097 

10 1.8911 1.8897 

11 1.8482 1.8628 

12 1.8126 1.8348 

13 1.7730 1.7999 

14 1.7260 1.7835 

15 1.6579 1.7530 

16 1.6231 1.7573 

17 1.5735 1.7407 

18 1.5364 1.7070 

19 1.4387 1.6754 

20 1.4021 1.6790 
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Fig. 4. Model Accuracy 

 

In a detailed analysis of the model results using the 
confusion matrix, the researchers present the classification 
performance for each class of facial expressions. In the 
"Angry" class, there was 1 case that was predicted correctly 
(True Positive), 1 case that should have been "Angry" but was 
predicted as another class (False Negative), and 13 cases that 
were incorrectly predicted as "Angry" (False Positive), the 
"Disgust" class, there is 1 True Positive case, 3 False Negative 
cases, and 11 False Positive cases, the "Fear" class has 1 True 
Positive case, 1 False Negative case, and 12 False cases 
Positive, class "Happy", there are 17 cases of True Positive, 6 
cases of True Negative, and 21 cases of False Positive, class 
"Sad" (Sad) has 2 cases of True Positive, 5 cases of False 
Negative, and 5 cases of False Positive , the "Surprise" class 
includes 9 True Positive cases, 3 False Negative cases, and 18 
False Positive cases and the "Neutral" class has 1 True 
Positive case, 8 False Negative cases, and 10 False Positive 
cases. Based on the confusion matrix above, a classification 
report is obtained which can be seen in the following table 

 
TABLE IV. CLASSIFICATION REPORT 

 

Class precision recall f1-score 

angry 0.2 0.07 0.11 

disgust 0.33 0.07 0.12 

fear 0.2 0.07 0.11 

happy 0.45 0.74 0.56 

neutral 0 0 0 

sad 0.23 0.52 0.32 

surprise 0.64 0.56 0.6 

The classification evaluation results show the model 
performance on the dataset. Overall accuracy is about 33%. 
More detailed results for each emotion class show that the 
model has varying degrees of success. The model performs 
well in recognizing “happy” expressions with an accuracy rate 
of around 45%, but has lower performance in recognizing 
“neutral” expressions with an accuracy of 0%. Likewise, 
performance in recognizing the emotions "angry" and "fear" 
was also low with an accuracy of around 20%, while the 
emotion "disgust" had an accuracy of 33%. The emotions 
“sad” and “surprise” had an accuracy of about 23% and 64% 
respectively. In the overall analysis, there was variation in the 
model's ability to recognize various facial expressions. 

Another evaluation is to test the model using new data to 
find out whether the model is able to carry out classification 
based on the model that has been created as in the image 
below. 

Fig. 5. New Data Testing 

 

From the results of model testing using 30 test data which 
produces different accuracy. To see more clearly, see the 
following table 

 
TABLE V. NEW DATA TESTING 

 

No ACC Prediction Actual 

1 43.79% Sad Disgust 

2 29.47% Surprise Disgust 

3 50.40% Neutral Disgust 

4 50.30% Sad Disgust 

5 22.08% Disgust Disgust 

6 69.26% Neutral Surprise 

7 39.76% Sad Surprise 

8 63.81% Angry Surprise 

9 39.08% Angry Surprise 

10 60.03% Happy Surprise 

11 29.09% Sad Fear 

12 33.35% Surprise Fear 

13 48.19% Sad Fear 

14 35.87% Sad Fear 

15 79.23% Sad Fear 

16 24.33% Fear Neutral 

17 62.34% Neutral Neutral 

18 27.09% Sad Neutral 

19 22.62% Neutral Neutral 

20 27.70% Angry Neutral 

21 35.06% Sad Happy 

22 69.78% Neutral Happy 

23 25.59% Sad Happy 

24 42.65% Sad Happy 

25 54.53% Neutral Happy 

26 31.41% Sad Sad 

27 68.15% Sad Sad 

28 57.66% Disgust Sad 

29 40.78% Angry Sad 

30 37.43% Sad Sad 

The results of testing using 30 new data as in the table 
above are 5 data that were predicted to be correct, namely 
images 5, 17, 19, 26, 27 and 30 and the remaining 24 data were 
predicted to be incorrect. 

III.  CONCLUSIONS AND RECOMMENDATIONS 

This research applies Convolutional Neural Network 
(CNN) to analyze students' facial expressions in Guidance and 
Counseling (BK) sessions with the aim of understanding their 
feelings and reactions. The results show a number of 
problems, including unbalanced emotion classes, overfitting 
of the model, and unsatisfactory model performance with a 
test accuracy of around 33%. Some emotional classes also 
face challenges. Therefore, improvements are needed through 
adding data, selecting more complex models, and tuning 
training parameters. Collaboration with experts in psychology 
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or human behavior science can improve students' emotional 
recognition in the guidance and counseling context. This has 
the potential to increase the effectiveness of technology such 
as CNN in understanding and managing students' emotions 
during guidance and counseling sessions. 
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