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ABSTRACT 

  

The growth of information and communication technology has increased significantly from year to 

year. The issue that is developing now is the number of documents that are copied and paste. The 

amount of text data is constantly increasing in cyberspace so that everyone can easily find the 

documents they need. Because of these problems, measuring the similarity of the two documents is 

necessary and is fundamental to detecting plagiarism from many different documents. In this work, 

we would like to compare the effectiveness of the algorithm used to measure the similarity between 

two documents. Winnowing and SVM algorithms are widely used to compare documents because the 

plot is easy to understand and easy to use.  The Experiment Result, we can find that the performance 

of fingerprints and winnowing is better than VSM. Moreover, the winnowing algorithm is more 

stable than others. 
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1. INTRODUCTION 

The growth of information and communication technology has increased significantly from 

year to year. Access to information is very fast and easy. This can have a positive or negative 

impact. One of negative impact is plagiarism. Plagiarism is the act of plagiarizing or copying 

other people's work then claiming it as the result of his own work and not including 

references from the original source or also known as duplicate or copy [1].  Besides that 

there are also positive impacts one of which is the Search Engine. Search Engine is a system 

that can be used to find information that is relevant to the needs of its users automatically 

from a collection of information [2]. This system will receive input in the form of keywords 

from the information to be searched. With a relatively shorter time will provide the results of 

several documents or information relevant to the keywords entered by users. 

The issue that is developing now is the number of documents that are copied and paste. The 

amount of text data is constantly increasing in cyberspace so that everyone can easily find 

the documents they need. There are many documents on the internet that misuse these 

documents. Because of these problems, measuring the similarity of the two documents is 
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necessary and is fundamental to detecting plagiarism from many different documents [3]. 

Comparing similarities between documents has goals such as checking plagiarism, text 

classification and information retrieval. A lot of research has been done about detecting 

similarity from documents. There is a lot of research on this field with many different 

algorithms. The methods can be divided into String-based, Corpus-based and Knowledge-

based Similarities [4]. String-based measures determines the similarity by operating on string 

and character. String-based method is divided into character-based and terms-based 

approaches. String similarity measures on string sequences and character composition. A 

string metric is a metric that measures similarity between two text strings for approximate 

matching or comparison [5]. In term-based apply the cosine similarity measure [6]. The 

character-based measure uses k-gram which is a sub-string sequence to find fingerprint 

based [7]. In this paper will calculate the similarity of text with a string-based method. 

Where in this research, term-based approaches will use the Vector Space Model (VSM) 

method and character- based approaches will use the winnowing algorithm. The essence of 

the VSM method is the basis of each document or request represented by the words that are 

in it (indexing). The vector that consists of these words can be determined to be revised 

every part of the document and request, then the document can be determined related to the 

request or not in accordance with the results obtained from them. Documents that have 

greater relativity with a particular search are considered more related [8]. Winnowing uses 

the window as the method, i.e. the formation of windows after the hashing process. After the 

formation of a window containing the hash value, the smallest hash value of each window is 

selected [9]. Fingerprint is what will be the basis of comparison between text files that have 

been inputted [10]. A document is said to have plagiarized with other documents if it has a 

high degree of similarity or exceeds the specified tolerance limit. 

2. LITERATURE REVIEW 

2.1 Text Pre-Processing  

Text pre-processing is the first step in processing text mining. Pre-processing is a process to 

eliminate parts that are not needed for text processing. Pre-processing method is very 

important role in text mining techniques [12]. There are several initial stages called pre-

processing that need to be done, namely case folding, tokenizing, filtering, stemming [11]. 

Case folding stage is the stage of changing each letter, where capital letters become 

lowercase letters. Tokenizing is the stage of truncating an input string based on each 

constituent word. In this process, the input character cuts into symbols, punctuation marks, 

or other elements that have meanings called tokens. Filtering is the removal of terms or 

words that are considered to have no meaning or irrelevance, usually called the stop-word 

process. Stop-word must be removed from a text because it can make the text heavier and 

less important for the text mining process. Stemming is used to convert these words into 

basic words by using certain rules to reduce the index results without having to eliminate the 

meaning. 
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2.2 Vector Space Model 

Vector Space Model (VSM) is used to present a document in vector space [14]. Vector 

Space Model is an algebraic model for representing a text document as an identification 

vector, for example the word index. VSM is usually used in information filtering, 

information retrieval, indexing, and ranking of relevance [8]. The basis of the VSM method 

is to represent each word independently and each document expressed in a vector so that the 

complexity of the relationship of words is simple and can be calculated. In VSM, each 

document consists of terms (T1, T2, ..., Tn) and each term Ti has a weight of Wi. The terms 

(T1, T2, ..., Tn) are considered as one of the vector elements in the N-dimensional 

coordinate system. TF-IDF is a weighting scheme that is often used in VSM together with 

cosine similarity to determine the similarity between two documents. TF-IDF considers the 

different frequency of words in all documents and is able to distinguish documents. In VSM, 

each vector is composed by terms and weights that represent documents. The similarity of 

documents can be expressed by the distance between vectors, the smaller the distance means 

the more similar the two documents. The formula is as follows 1: 

 

𝑤 = 𝑡𝑓 ∗ 𝑖𝑑𝑓                                                 

W is weight of term in one document, tf is frequency of occurrence of term in the document 

and idf is Inverse document frequency, where formula 2 

                               
N is number or number of documents in the collection and df is number of documents 

containing term. 

After weighting each term it will measure the similarity between the query vector and the 

document vector to be compared. One method commonly used in the calculation of 

similarities is cosine similarity, which determines the distance between document vector and 

the query vector. If the cosine value equals 1 indicates that the document matches the query 

or the cosine value equals 0 that the document does not equal the query [15]. 

 

2.3 Winnowing  

Winnowing is an algorithm used to process document fingerprint [16]. The winnowing 

algorithm calculates the hash value on every k-gram. The k-gram method is a method that 

functions to break a word or sentence into a series of length n characters. Then, windows are 

formed from windows hash value. Hashing converts a series of characters into a value that 

becomes a series of values and the resulting value is called a hash value. The minimum hash 

value is selected in each window [17].  

The hashing technique has a formula to calculate the next character hash value, H (c2 ... ck + 

1) shown in Formula 3. 

 

𝐻(𝐶2. . 𝐶𝑘+1)  =  (𝐻(𝐶1..𝐶𝑘) –  𝐶1 ∗  𝑏𝑘−1)  ∗  𝑏 +  𝐶(𝑘+1) 

(1) 

(2) 

(3) 
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C is ASCII character value, b is base (number of character), k is the number of k-grams. 

 

Window is a series of hash values grouped based on the value of w which shifts one hash to 

the right until the hash value is used up. Window grouping is adjusted to the window value. 

For example window value is 4, Hash value is {1 2 3 4 5 6 7} then the window grouping is 

[1 2 3 4], [2 3 4 5], [3 4 5 6], [4 5 6 7]. 

From this window, the minimum fingerprint value will be chosen to be the hash value. If 

there are more than two hashes, the smallest hash value on the far right will be used. After 

the fingerprint is selected, the similarity is calculated using the Jaccard coefficient. For 

example, step from winnowing algorithm is shown in Figure 1.     
 

k-gram of lenght 3 informatika   [inf], [nfo], [for], [orm], [rma], [mat], [ati], [tik], [ika] 

Hashing  [4683], [4452], [4789], [4855], [4622], [4293], [4913], [4519] 

Window of lenght 5 [4683, 4452, 4789, 4855, 4622]; 

[4452, 4789, 4855, 4622, 4293]; 

[4789, 4855, 4622, 4293, 4913]; 

[4855, 4622, 4293, 4913, 4519]; 

Minimum Fingerprint value  4452, 4293 

 

 

Figure 1: Example for winnowing algorithm 

3. METHOD 

The process of processing data in the form of text obtained from documents to look for 

words that can represent the contents of the document so that it can be analysis the 

relationship between documents. The process of analysis the text in order to extract useful 

information for a particular purpose. The initial stage for text processing is called text pre-

processing. In this stage there are several stages that must be passed. These stages shown in 

Figure 2.  
 

Text Document

Case Folding

Tokenizing

Filtering

Stemming

 
 

Figure 2: Pre-Processing Text 
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The data used in this study is in the form of Indonesian language documents. Where in the 

testing process in this study is to compare 2 documents to calculate the value of similarity.  
 

Document X Document Y

Pre-processing text

Term Frequency (TF)

Inverse Document Frequency (IDF)

TF-IDF Process

 Cosine similarity 

Similarity Value

 
 

 

 

Figure 3:  Vector Space Model Algorithm 
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Figure 4: Winnowing Algorithm 
 

In this research comparing two methods in text processing namely SVM and winnowing. 

The Flowchart of the 2 methods can be seen in Figure 3 and 4. The difference between these 

two methods is that SVM uses term-based while Winnowing uses character based. Besides 

that the difference is also in the measurement method similarity. SVM uses cosine similarity 

while Winnowing uses Jaccard Coefficient. 

4. RESULTS AND DISCUSSION 

Before comparing documents, we need to pre-processing text. Preprocessing through steps: 

words are changed to lowercase and separated from strings. Stop words are removed of 

terms or words irrelevance. Stop words are words that are non-descriptive for the topic of a 

document such as the, a, and, is. After that, Stemming is used to convert these words into 

basic words. For example process, processing and processor will be convert to the stem 

process. In this research, we construct two document X and Y as follows: two documents are 

consist of 200 words per each document. The experiment was conducted with 5 different test 

cases, test case 1 used 20 documents to compare with theme A. Test case 2 used documents 

with theme B, Test case 3 used documents with theme C, Test case 4 used documents with 
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theme D, Test case 5 uses documents with the theme E. The results of the cosine similarity 

algorithm are shown in Table 1. 

Table 1: Result of SVM Method. 

Test cases The similarity rate 
(%) 

1 31.44 

2 32,21 

3 34,66 

4 35,87 

5 21,31 

average 31,0125 

 

Winnowing algorithm uses k-gram which the values of k-gram are {2, 3, 4} and window size 

are chosen as {4, 6, 8, 10}. The pairs of parameter values [k-gram, window] are selected 

from the combinations of value given the best results. 

 
Table 2: Result of Winnowing Method. 

Test cases Parameter Values [k-gram, window] 

[2,4] [2,6] [3,6] [4,6] 
1 34,31 33,31 32,13 31,76 

2 33,18 35,19 35,61 32,68 

3 34,87 34,65 34,88 30,26 

4 35,01 35,31 35,21 31,54 

5 23,12 23,12 23,10 20,54 

Average 32,098 32,316 32,186 29,536 

 

From the Table 2 shown that the parameter pair of winnowing algorithm with k-gram = 2 

and window = 6 are the best. The winnowing algorithm has a k-gram process and the 

window can be changed. It was concluded that the lower the size of the k-gram value, the 

higher the similarity value produced. But that does not mean that a low k-gram value will 

give an accurate accuracy value. The smaller the k-gram value, the smaller the characters 

that will match and the more often these characters are found in the text. 

5. CONCLUSIONS 

Winnowing and SVM algorithms are widely used to compare documents because the plot is 

easy to understand and easy to use. This research uses this algorithm to measure the 

similarity between two documents. From the results of the experiment, winnowing algorithm 

have better performance than SVM. The winnowing algorithm more stable with different 

parameter pairs, but the weakness is the dependence on k-gram configuration parameters. If 

winnowing is found by k-gram characters, it requires more time but gives better results than 

k-gram words. Therefore, choosing the right approach and setting parameters will provide 

better measurement performance similarities between the two documents. 
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