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ABSTRACT

Rainfall is an important factor in agrarian countries such as Indonesia. Rainfall prediction has become one of the most challenging technological challenges and challenges in the world. And also the most significant and difficult task for researchers in recent years. In Data Mining, the classification algorithm is primarily used to predict rainfall, temperature, various methods of available rainfall estimation that will be used to determine the cultivation time for a particular crop, a particular crop varieties. The reliability of this prediction depends on accuracy in choosing correlated variables. If existing historical databases fail to record the most correlated variables, then the reliability of these data-driven forecast approaches is questionable. In this paper, an attempt has been made to develop a methodological framework that leverages the power of a predefined data mining analysis (decision tree). The decision-based rainfall prediction model developed maps climate variables, namely; a) temperature, b) humidity, and c) wind speed over the observed rainfall database. This paper uses data mining techniques such as Clustering Technique, Decision Tree and classification for rainfall prediction.
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1. Introduction

Weather is an air condition somewhere at a relatively short time, expressed by parameter values such as wind speed, temperature, pressure, rainfall, and other atmospheric phenomena as the main component [1]. Weather is an important thing that will never be separated from human life. The course of human activity can be affected by weather conditions, such as agriculture, plantation fields. For example a good time decision to plant crops. The magnitude of climate-induced influences encourages the development of weather-determining systems that determine weather conditions. The supported approach using available technology is the application of the current weather determination system [2].

The determination of weather is the process of applying science and technology to determine the state of the earth's atmosphere. The weather determination process uses a method to produce weather determination output [3]. The use of good methods, has recently become an activity that is often done by weather researchers or the atmosphere. To get better and more accurate results, researchers are encouraged to continue researching weather-related atmospheres and develop methods to meet the need for information on weather or atmospheric conditions [1]. Naive Bayes Classifier (NBC) is a supervised, reliable, easy, effective, efficient, and efficient method of dealing with data noise such as attributes that are lacking or irrelevant. Large datasets either that attribute discrete or continuous variables can also be handled by Naive bayes classifier [4] [5]. The use of this algorithm is expected to facilitate the process of determining the weather with good accuracy.

There are various functions used in Data Mining in processing data in general, such as Description, Clustering, Classification, Association Rules, Estimation. And each Function has its own algorithm. But in this writing the author uses the Decision Tree algorithm entered in the Function Classification. The result of the paper is to find out whether to compare the Naive Bayes algorithm method, Decision Tree and kNN Classification can be used to help predict rain.

2. Research Methods

This research uses several methods that aim to solve the problems that exist in this research. The method that is proposed in this research is as follows:
2.2 Naive Bayes Method of Classification and Algorithm

Classification can be defined in detail as an activity of learning or training on the function $f$ maps the vector $x$ into one of several available class $y$ labels. The activity will give the result of a model which is then stored as the charging attributes. Models created in later learning can be used to determine the label of the class. During the process of learning in making the model, required a learning algorithm, among others, namely: KNN, Naive Bayes, Decision Tree.

Naive Bayes Classifier (NBC) also referred to as Bayesian Classification is a method of classifying statistics useful for the process of determining the probability of a membership of a class. Bayes's theorem underlies the Naive Bayes Classifier that has similar classification capabilities to the Decision Tree and Neural Network. NBC also efficiently, effectively, and reliably handles data noise such as irrelevant attributes. NBC can also overcome large datasets with both variable and continuous attributes [4] [5].

2.3. Decision Tree

Decision Tree is a very powerful method of classification and prediction famous. The decision tree method turns a very large fact into a decision tree that represents the rule. Rules can be easily understood with natural language. In addition, rules can also be expressed in the form of database languages such as Structured Query Language (SQL) to search for records in certain categories. The decision tree is also useful for exploring data, finding the hidden relationship between a number of potential input variables with a target variable. Because the decision tree combines data exploration and Decision Tree modeling is used for cases where the output is discrete.

A decision tree is a structure that can be used to divide large datasets into smaller record sets by applying a set of decision rules. With each set of divisions, members of the result set become similar to others [Berry & Linoff, 2004].

3. Results And Discussion

3.1. Data Processing

In conducting this experiment required weather data as much as 2192 data ie weather data from January 2011 to December of 2016 used as a dataset. The dataset is obtained from the location S 05° 23 ’45.0852 "E 105° 22 ’43.1616" Before the classification process is done, data or records and attributes must go through several stages of initial processing of data (preparation data).

In incomplete or missing data leads to unfairness or even error, therefore to obtain quality data, several stages of initial data processing (preparation data) are done as follows:

a. Data Cleaning
   Incomplete data deletion (incomplete data), noise data, and missing attribute values are as big as records.

b. Data Reduction
   Removes noise data and breaks down data redundancies by deleting less important attributes and values. Removing the Date (Date) attribute will not provide the required information in mining.

The following is the result of the initial data processing (preparation data) ie Data Cleaning and Data Reduction. 2192 records obtained from 11 to 9 attributes attribute i.e. 5 numeric attributes and
Kategorial attributes 3 and 1 labels the target. Numeric attribute is the attribute that the domain be integer or real value, i.e. the Model Year, Min-Max Temperature-Temperature, Rain, Light Intensity. Kategorial attribute is an attribute that is its domain is a set, the value of himpunannya is the Month, Weather Morning, Noon, and Dry Weather and Rainy which is the label target.

The next step that is collecting a whole dataset data into weather testing. Based on the overall existing weather dataset i.e. 2192 data, comparison with the composition of 100% for testing data, composition of the comparison based on research [12]. So data testing owned as much as 2192 records

3.2. Implementation Result

3.2.1. Naive Bayes Methods

Naive bayes method, obtained as a result of the matching of data between testing results of the proposed method with the use of the weather data 2192 tested and actual weather conditions i.e. with 91.56% accuracy level.

The accuracy of the stated that the value of the ratio of the amount of data the weather that classified in class correctly (true positive) and the amount of data that is classified in the class that otherwise (true negative) with all the weather data is classified.

The result of the test data matching is then inserted into the table of confusion matrix. Based on table 1 the value of accuracy can be calculated using the following calculation:

Table 1. Confusion Matriks Naive Bayes

<table>
<thead>
<tr>
<th></th>
<th>True Dry</th>
<th>True Rainy</th>
<th>Class Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. Dry</td>
<td>1856</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>Pred. Rainy</td>
<td>185</td>
<td>151</td>
<td>44.94%</td>
</tr>
<tr>
<td>Clas Recall</td>
<td>90.94%</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>

3.2.2. K-NN Methods

K-NN method, obtained as a result of the matching of data between testing results of the proposed method with the use of the weather data 2192 tested and actual weather conditions i.e. with 97.77% accuracy level. The accuracy of the stated that the value of the ratio of the amount of data the weather that classified in class correctly (true positive) and the amount of data that is classified in the class that otherwise (true negative) with all the weather data is classified.

The result of the test data matching is then inserted into the table of confusion matrix. Based on Table 2 and the values of accuracy can be calculated using the following calculation:

Table 2. Confusion Matriks k-NN

<table>
<thead>
<tr>
<th></th>
<th>True Dry</th>
<th>True Rainy</th>
<th>Class Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. Dry</td>
<td>2016</td>
<td>24</td>
<td>98.82%</td>
</tr>
<tr>
<td>Pred. Rainy</td>
<td>25</td>
<td>127</td>
<td>83.55%</td>
</tr>
<tr>
<td>Clas Recall</td>
<td>98.78%</td>
<td>84.11%</td>
<td></td>
</tr>
</tbody>
</table>

3.2.3. Decision Tree Method

Method of Decision Tree, got result of match of data testing between result of proposed method by using 2192 tested weather data and actual weather condition
that is accuracy 98.13%. Accuracy states that the value of the ratio of the amount of weather data classified in the class correctly (true positive) and the amount of classified data in class otherwise (true negative) with all classified weather data.

The results of matching the test data are then fed into the confusion matrix table. Based on Table 3 then the accuracy value can be calculated using the following calculation:

Table 3. Confusion Matrix

<table>
<thead>
<tr>
<th></th>
<th>True Dry</th>
<th>True Rainy</th>
<th>Class Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. Dry</td>
<td>2020</td>
<td>20</td>
<td>99.02%</td>
</tr>
<tr>
<td>Pred. Rainy</td>
<td>21</td>
<td>131</td>
<td>86.18%</td>
</tr>
<tr>
<td>Class Recall</td>
<td>98.97%</td>
<td>84.11%</td>
<td></td>
</tr>
</tbody>
</table>

Figure. 3. View Decision Tree Method

Based on the figure above, by using Decision Tree method, we can know the density of Rain and Rainy rainfall with based on selected attribute with label that has been determined that is Dry and Rainy obtained from tested data testing.

4. Conclusion

Based on the result of daily weather research experiments using naive bayes method has been done, so it can be concluded some things as follows:

From the test results show that the classification of daily weather determination by using the method naive bayes get an accuracy value of 91.56% .k-NN Method, accuracy value 97.77% and Decision Tree with accuracy 98.13%

From the results of research and testing has been done, then the method proposed in this research is the daily weather classification (Rain and Not Rain) using Decision Tree method can be used to determine the daily weather (Rain and Not Rain) for the next years.

In this paper, Naive Bayes, k-NN and decision tree building process were implementation; both are the most common data mining techniques tried to highlight the method that the stored data about past measures can be used for the future ones. Here, j48 (decision tree algorithm) was tried to create decision-trees & rules for the classification of parameters of weather such as minimum temperature, maximum temperature, precipitation and wind-speed per months and years. Experimental trends about sufficient data over-time was analyzed and the significant deviations was identified that showing the change in climate patterns. Future work can include expanded database with other important weather parameters and include using this weather information in agriculture sector reform with cutting edge technologies.
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